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CYBORG: YAYUIIIEHUE CPEABI AAS DOOEKTHMBHOI'O OBYYEHUA
ATEHTOB KMBEPBE3OITACHOCTU

Annoranus. B mpeacTaBAeHHOI Hay4HOI CTaTbe HCCAEAYETCS IPOLIECC pa3paboTKU U armpoOUpOBaHUs
CLieHAPHSI AASL TPEHUPOBOUHBIX OKPY>KeHHUIl B 06AACTH aBTOMATH3UPOBAHHON 3aIUThl MHPOpMariiy (aHTA.
Automated Cyber Defence, ACD) ¢ ncnioabsosanmem o6yuenus c noakpensenuem (anra. Reinforcement
Learning, RL). OcHOBHOE BHUMaH¥e YA€AEHO IprMeHeHHI0 aaropurMa Proximal Policy Optimization
(PPO) aas o0yuenus arerra B cpeae CybORG, aHaausy 9 PpeKTUBHOCTH IIPEAAOKEHHOTO TIOAXOAQ, BbI-
MIOAHEHHIO HCIIPABACHHI KPUTHYECKHX HEAOCTATKOB B $yHKIIMOHAABHOCTH TPEHHPOBOYHOTO OKPYKEHHUS
CybORG. IIpeacTaBaeHBI pe3yAbTATHI TECTHPOBAHUS CLIEHAPHS, BBIIBAEHDI €0 CAAObIE CTOPOHBI H IIPEA-
AOXEHBI AOPabOTKH, HallpaBACHHbIE HA ONITUMU3ALIMIO IpoLiecca 00ydeHust. IIpoAeMOHCTPHPOBaHbI pe3yAb-
TaThl BHECEHHbIX M3MEHEHHIT, 3HAUUTEABHO CKA3aBIINXCS Ha 9QPeKTUBHOCTH PAbOTHI C TPEHUPOBOYHBIM
okpysxenreMm CybORG. Brecens! usmeHnenws B rpennpoBoutnoe okpyxerune CybORG, uro mo3soanso
YAYYILIATD IPOU3BOAUTEABHOCTD U YAOOCTBO MCIIOAB30BAHUSL. IIpOBEACHHBIN AHAAN3 AEMOHCTPUPYET, YTO
[peAAOXKEHHBIE MOAUPHKALIUY CIIOCOOCTBYIOT 60Aee 9 PeKTHBHOMY OOYUEHHIO areHTOB U YIIPOIIAI0T
HHTETPAIMI0 HOBBIX crjeHapueB. Ha 0CHOBe MOAyYeHHbIX Pe3yAbTaTOB CPOPMYAHPOBAHDI PEKOMEHAALIUH
IO AAABHEFIIIEMY COBEPIIEHCTBOBAHHIO TPEHHPOBOYHbIX OKPY>KEHUIT aBTOHOMHbIX Kubeporeparuit (aHra.
Autonomous Cyber Operation Gyms, ACOG).
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CybORG: YAYUIIEHHE CPEADI AASL 3P PEKTUBHOTO 06yquM5{ areHTOB
kubepbesonacHocTu

CYBORG: IMPROVING AN ENVIRONMENT FOR EFFECTIVE TRAINING
OF CYBERSECURITY AGENTS

Abstract. The paper examines the development and testing of a training scenario for automated cyber defense
(ACD) using reinforcement learning (RL). The authors focus on the application of the Proximal Policy Optimiza-
tion (PPO) algorithm for agent training in the CybORG environment, analyzing the effectiveness of the proposed
approach, and implementing fixes for critical flaws in the CybORG training environment. The paper presents the
results of testing the scenario, identifies its weaknesses, and proposes improvements aimed at optimizing the training
process. The paper demonstrates the results of the changes made which had a significant impact on the effective-
ness of the CybORG training environment. The changes made to the CybORG training environment improved
its performance and usability. The analysis demonstrates that the proposed modifications facilitate more efficient
agent training and simplify the integration of new scenarios. Based on the results obtained, recommendations
for further improvement of autonomous cyber operations training environments (ACOGyms) are formulated.

Keywords: reinforcement learning, training environment, PPO algorythm, CybORG, information security.

For citation: Kozeev B.N,, Belikov VV. (2025) CybORG: Improving an environment for effective train-
ing of cybersecurity agents. Vestnik of Russian New University. Series: Complex Systems: Models, analysis,
management. No. 4. Pp. 106— 118. DOI: 10.18137/RNUV9187.25.04.P.106 (In Russian).

Besedenue

CoBpeMmeHHble KHOEpaTaKy CTAHOBSATCS Bce 0OAee CAOXKHBIMU U MHOTOCTYIIEHYATHIMU,
BKAIOYAsI B Ce0s pa3AMYHbIE IIEAU M ITYTH aTaKH, 9TO TpebyeT paspabdOTKH IIPOABUHYTHIX METO-
AoB 3amurst [ 1]. OAHMM U3 IIepCIeKTUBHbIX HATIPABACHHI SBASIETCS HCIIOAB30BaHUe 00y YeH s
c moakpernaenrem (RL) AAS CO3AQHHS ABTOHOMHBIX areHTOB, CIIOCOOHDIX IPOTHBOCTOSTD Ta-
kuM atakaM. OpAHaKO 3¢ PpeKTUBHOCTD YIIOMSIHYThIX AréHTOB BO MHOTOM 3aBHCHT OT Ka4ecTBa
TPEHUPOBOYHBIX OKPY>KEHMUI, KOTOPbIE AOAXKHBI OAAAHCUPOBATh MEXAY PEaA3MOM, MaCIITa-
6upyeMOCTbIO U 3¢ PeKTUBHOCTBIO [2].

Tpenuposounvie 0Kpysiceris, O KOTOPBIX HAET pedb B CTaTbe, ABASIOTCA YACTHIO ABTOMATH-
3UPOBAHHOM MH(OPMALIOHHO! 3aIUTHI, HIMEHYIOTCS TPEHUPOBOYHBIMH OKPY)KEeHHSAMH aBTO-
HOMHBIX KHOepoIIepariuii i peAAaraioT CIloCoObI yAydIIeHIs O0IIIeTo YPOBHS 3aIHIIeHHOCTH
cucrems! [ 3 ]. TpeHHPOBOUHbIE OKPYIKEHHS IIPEACTABASIIOT COG0I GYHKIIMOHAA AAS CUMYASILIUH
OIIpeAEACHHOTO MHI[AEHTA 0€30IIaCHOCTH, C HX IOMOIIbI0 MOXKHO MOAEAMPOBATh STOT HHIfH-
ACHT HEOIpaHUIEHHOe KOAUYECTBO Pa3 [4], TeM caMbIM MOAYYast IOAMTHUKY, C IOMOLIBIO KOTO-
PO¥t MOXXHO 3 $eKTHBHO MUHUMH3UPOBATh IIOTEPH UAH IPEAOTBPATHTD ATAKY.

B AaHHOII CTaTbe PACCMATPUBAETCS APOOHPOBAHUE PAa3PabOTAHHOTO CLIEHAPUS AAS Tpe-
ruposouroro okpyxenunss CypbORG [S], c nomompio 06ydenns arenta [6] ¢ ucnoapzosarnem
aaropurma PPO. PaccMaTpuBarOTCst pe3yAbTaThl pabOTHI IT0 BHEAPEHHUIO HOBOT'O CLieHAPHs U Ha
€ero 0CHOBe $pOPMHPYIOTCS KPAaTKOCPOIHbIE AOpaboTKH [7].

ITeav paboTsl — OLeHUTH 3PPEKTHBHOCTD CLIEHAPHS U IIPEAAOXKUTD IyTH ONTUMI3ALIN
[poLiecca ero A0GaBAeHIS.

Crarbsi COACPIKUT CAeAyIOIIre paspeAbl: «MeToasl «PesyasTarsi>», «O6cyxaeHe» U «3a-
KAloueHHe>. B paspese «MeToabl» OYAeT MpHBeAeHa HHGOPMAIUS [0 0OYYEHHUIO C TOAKpe-
IACHHEM, IIPOAEMOHCTPHPOBAH IIPOIIeCC BHEAPEHHS CIIeHAPHS M IIPOLIeCcC BHEAPEHHUS HCIIPaB-
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Aennit CybORG. Pazpea «Pe3yAbraTbl» COAEPIKUT PE3YABTATHI PAOOTHI, OTPasKAIOLIYe METPH-
KU 00y49eHs areHTa 1 METPUKH 110 yAyuineHuto ppeiimBopka CybORG. B pasaese «O6cyx-
AeHIe>» [IPUBEACHDBI Pe3YABTAThI OOYUeHIs areHTa B HOBOM CLIEHAPUI, HEAOCTATKHU IIPOLjecca
BHEAPEHHUS COOCTBEHHOTO CLIEHAPHS, IIPOLIECC AHAAN3A, BHIBOAA M PEAAU3ALIUY YAYIIICHIUI AAST
CyIIleCTBEHHOM AOPAbOTKH YKA3aHHOTO IIporiecca. B pasaese «3akaroueHre» ykasaHa Kparkas
BBDKHMKA ITO IIPOAEAAHHOMY B CTaTbhe HCCAEAOBAHHIO.

Memodut

AeMoHcTpanus mponecca BHeApeHus o6ydenus ¢ momompio aaropurma PPO [1] Tpe6byer
TaKKe TIPOBEACHHS AaHAAM32 FICTIOAB3YeMBIX B TAKOM OKPY>K€HHH MOAEAEH U aATOPUTMOB, ITO-
3BOASIIOIIIHX IIPUMEHSITh METOABI 00ydeHHs ¢ oAKpernaeHneM. ObyueHne C MOAKPEAeHHEM —
3TO pa3AeA MAIIMHHOTO 00yYeHH s, B KOTOPOM areHT 00y4aeTcsi ONTUMAABHOMY TOBEACHUIO Ye-
Pes3 B3aHMOAEHCTBHE CO CPEAO, MAKCHMU3UPYs HaKOIIAGHHOE BO3HArpaxxaeHue. B mocaepnue
ropbl RL akTHBHO pa3BHBAeTCsl, OXBAThIBAsI OOAeEe CAOXKHBIE CIIeHAPHH, BKAIOYAst MHOTOAreHT-
uble cucrems! (Multi-Agent Reinforcement Learning, MARL) 1 urpsl ¢ HemoaHoi nHGOpMa-
uueit (Stochastic Games with Imperfect Information).

AASI OIIpeAeACHHS COOTBETCTBHS IIOAYYEHHbIX B TPEHHPOBOYHBIX OKPY KEHISIX CTPATer il areHTOB
PeaAbHBIM CHTYAISIM CACAyeT paccMOTpeTb katodesble acriekTbl RL, MARL 1 cToXacTHYeCKUX Urp C
HEIIOAHO! MHPOPMALIUeH U AOTIOAHHTEABHO IIPOAHAAUSHPOBATb COBPEMEHHbIE AATOPHTMBI H CAOYKHO-
CTH, CBSI3AHHBIE C MACIITAOMPYEMOCTBEO, KOOPAUHAIUEH i 0Oy IeHIeM B YCAOBHSIX HEOIIPEACACHHOCTHL

Oby4enue c nodxpenenuem

B Han6oAee mpocToM caydae 00yueHuUe C HOAKPeIAeHneM POPMYAHPYETCs KaK MApPKOBCKHUIT
npouecc npunsaTus pemenuii (cm. Pucynok 1), sapannsrit koprexewm (S, 4, P, R,y ) [8],
rae S — MHOXeCTBO COCTOSHME;

A — MHOXeCTBO AEVCTBULL;

P(s'|s,a) — dyHKUUS TIEPEXOAOB;

R(s,a,s") — GyHKIIHSI BOSHATPAXKACHUS;

v €[0;1] — x09pPuUIMEHT AUCKOHTHPOBAHUSI.

Cocrosnue Harpana Jleiicraue
S R A

5 Cpena

Pucynox 1. BsaumopeiicTBHe areHTa  CpeAbl
Hcmounuxk: 3pech 1 pAasee pUCYHKH BHIITOAHEHbBI aBTOPAMU.
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LleAb areHTa — HallTu cTpaTeruio 1 :S —> A, MAKCUMHUSUPYIOIIYIO OKUAAEMYIO AUCKOHTH-
poBaHHyI0 Harpaay [8]:

o
Vi(s)= E, ZYIR(SZ,CZ[,S,H)
OCHOBHBIMU AATOPUTMAMH AASL pemthI;I(s)[ 3aAa9 OOYUEHIS C IIOAKPEIACHHEM SIBASIFOTCSI
Q-learning, Policy Gradient, Deep Q-Networks (DQN).
Q-learning — aaropurM OOydYeHHs Ha OCHOBe 3HAYEHHM, HCIIOAB3YIOIIMI TAOAHIY
Q-3HaueHU AASL OLIEHKH ITOAE3HOCTH ACHCTBUM B COCTOSHUSIX.
®opmyaa o6HOBAeHus Q-3Havenwit [9]:

0(s,a) < O(s,a)+ (x[R +ymax QO(s',a') - Q(s,a)} ,

rae O(s,a) — Texylnee 3HAYEHUE ACHCTBHS @ B COCTOSIHUU S ;
o — ckopoctb o6yuenus (learning rate);
R - Harpapa, HOAy4eHHasI 3a [TePeX0A B COCTOSIHUE S ';
Y - KO3QQUIMEHT AUCKOHTHPOBaHUsS (Y4MTBIBaeT BAKHOCTh OYAYIIMX HArpaa);

max O(s',a") — MakcuMaabHOe Q-3HAYEHHE AASI CAEAYIOLIETO COCTOSIHIIS S
“ Ocobennocr:

« ICTIOAB3YeT «KapHyI0>» crparernio (greedy policy) aast BI6Opa AeficTBuit;

+ FAPAHTHPOBAHHO CXOAUTCS K ONITHMAABHON [IOAUTHKE TIPH AOCTATOYHOM KOAUYECTBE UTe-
pauwuii (B TabANMHOM cAyuae);

Policy Gradient — aATOpUTM IPSIMO¥ ONTHMH3AIIMK [OAUTHKH, TA€ TTAPAMETPBI IIOAUTUKU
OGHOBASIIOTCS B HATIPABACHUH YBEAUYEHHS 0XKHAAEMON HarPAABL.

®opmyaa rpapuenTa crpareruu [ 9]

VoJ (0) =E, [ Vymlogry(a|s)-0(s,a) ],

rae J(0) — neaeBast GpyHKIMSA (oxmpaeMas HarpaAa) ;

Tg(a|s) — BepOSTHOCTHAS CTPATErHsi;

O(s,a) — yHKUUS LIeHHOCTH ATICTBUSL

Ocobennocru:

¢ paboTaeT B HeIpePHIBHBIX 1 AUCKPETHBIX IPOCTPAHCTBAX ACHCTBHL;

+ MOKET CTPaAATh OT BHICOKOI AMCTIepCUH rpapuenTos (pemaetcs metopamu Actor-Critic).

Deep Q-Networks (DQN) — ru6pup Q-learning u ray6oxux Heitpocereit, rae Q-gyHxuus
aNMpOKCUMHUpPYeTCs HelpoceThio [9].

KaroueBbie MoAHHKATIAH:

« Experience Replay — coxpanser nepexoast (s,a,7,5") B Oydep 1 00ydaeTcs Ha CAyJaliHbIX
0ar9ax AASL YMEHBIIEHUSI KOPPEASILIIN MEKAY AAHHBIMU;

« Target Network — ncroab3yeTcst oTaeAbHAs CeTb AASI pacyeTa IleAeBbix 3HaveHuit O(s',a’),
KOTOPast 0GHOBASIETCS IIEPUOAMIECKIL

®opmyaa pyHKIMH OTEPD [9]:

L(O)=E s.ars)~D [(r +v maa}x Qtarget (s',a") = O(s,a; 9)2 } )

rae D — 6ydep Bocpon3BeAeHHsI OTIBITA.
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Ocobennocru:

o YCTOYHBOCTS K HecTabrabHOCTH 00ydeHust 3a cueT Experience Replay u Target Network;

« PUMEHSETCs B 3aA29aX C GOABIIMME IPOCTPAHCTBAMH COCTOSHUI (Hampumep, Atari).

OAHaKO B peaAbHbIX CIJeHapUSIX 3aIUThI KOMITbIOTEPHbIX CeTeH HCIIOAb30BaHHUE BCETO OAHO-
IO areHTa B KaueCTBE AUIA, IPUHUMAIONIETO PelleHue, SBAIeTCS CepPbe3HBIM OrpaHUYeHHEeM U
He II03BOASIET PACCMATPUBATh HECKOABKO aBTOHOMHBIX Y3AOB HAU ACHCTBHUS OAHOBPEMEHHO KaK
AUI]A, 3AIUIAIONIET0 KOMIIBIOTEPHYIO CHCTEMY, TaK M AUIA, HAIIAAAIOIIEro Ha Hero.

MHoroareHTHbIe MAapPKOBCKHe TIpoLecchl mpunaTus pemernit (MARL) pacmmpsior mMap-
KOBCKHe ITPOLIeCChl IPUHATHSA PelIeHUI Ha CAyYail HECKOABKUX areHTOB, B3AMMOAEHCTBYIOIIHX
B 06meit cpepe. OCHOBHBIE MOAEAU IIPEACTABACHBI CACAYIOIIUMY cuTyanusamu [ 10]:

« copmectnble urpst (Cooperative MARL) — areHTh MaKCUMUBHPYIOT 06lIlee BO3HATPaX-
Aetue (RBTOHOMHbIE TIOACETH U Y3AbL);

« konkypenTHble urpbt (Competitive MARL) — areHTbI IMeIOT IPOTHUBOTIOAOYKHBIE MHTEPECHI
(HampuMep, UTPBI C HyACBOI CyMMOI AASL 3AOYMbIIIACHHHIKA K AMUHUCTPATOPa 6€30MacHOCTH);

« cvemannbie urpst (Mixed) — coueranue Kooneparuyu 1 KOHKYpEeHIUH.

MARL mosKeT 6bITh IpeACTaBAeH Kak croxacThdeckas urpa (Markov Game) [10]:

<N’S5{A1‘}i]i1>P’ {Ri}i]il’7> >
TAE N —uucao Ar'€HTOB;

A — pevicTBUS i -TO areHTa;

R, — ero Harpaaa.

OcHOBHBIE ITOAXOADI B TAKHX MOAEASIX:

« Independent Q-learning (IQL) — kaxxAb1i1 areHT 06y4aeTcs kak oauHouHbit RL-arenT (He
Y4HTBIBaeT APYTUX areHTOB);

« Centralized training with decentralized execution (CTDE) — o6y4eHue ¢ neHTpasuso-
BaHHBIM KpuTukoM (Hanpumep, asroputm MADDPG);

« Nash Q-learning — moucx pasrosecust Homra B cTparernsx.

Heo6X0AMMO OTMETHUTD, YTO B PEAABHBIX CLIEHAPUSIX 3ALIUTHI KOMIIBIOTEPHBIX CETel areH-
TaM HeAOCTYIIHA ITOAHASI MHPOPMALH O COCTOSHUI KOMIIbIOTepHOM cucTeMbl. Hampumep, cu-
HHI areHT MOXKeT He 3HATb O CKPHITOM KaHAA€ YIPABAEHMS, HCIIOAB3YeMOM 3AOYMBILIACHHHU-
KOM, 2 KPACHOMY areHTY MOXKET OBITh HEAOCTYIIHA AASI ICCAEAOBAHIS BCS CETh, HAM OH MOXKET
HOAYYHTb AOCTYII K YYETHOM 3aIIMCH ITIOAb30BATeAs C OrpaHHYeHHbIMU IpaBaMu. CroxacThde-
cKkas urpa c HernoaHo# uapopmanmeit (Partially Observable Stochastic Game, POSG) ~ ato
0606menne MIIIIP i1 MHOTOAareHTHOTO OOYUYEHHUS C IIOAKPEIIACHIEM, TA€ AaT€HTHI HAOAIOAQIOT
Aumb gacth cocrostaus. Gopmasso [10]

(NS AR AONS PARY Y ),
rae O, — HaBAOAEHUS | -TO areHTa.

Taxasi MOAEAD XapaKTepHU3yeTCsi IPOOAEMON HeCTAIIMOHAPHOCTU: CTPATErUH APYTHX areH-
TOB MEHSIOTCSI, HapyIIast MApKOBCKOe CBOMCTBO. K OCHOBHBIM METOAAM PeIeHHs OTHOCSTCS:

« peKyppeHTHbIe cTpaternu (McroabsoBanue mamsty, Hanpumep, DRQN);

« Belief state estimation (o1jeHKa CKPBITOrO COCTOSHUS Yepes 6aiieCOBCKHE METOADL).

Proximal Policy Optimization (PPO) — aT0 aATopuT™M 06y4eHHs C IOAKPETIAEHUEM, KOTO-
PBIil ONTUMHU3HPYET CTPATETHIO areHTa, MUHUMHU3HPYs OTKAOHEHHE OT IIPEAbIAYIIell IOAUTH-
K. DTO [O3BOASIET AOCTHYD CTAGMABHOTO 06y YeHHs AQXKe B CAOXKHBIX cpeaax [11].
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Ocnosnpie maru aaropurma PPO:

1) c60p AQHHBIX: areHT B3aUMOAEHCTBYeT CO CPeAOii, cobupas TpaekTopuH (COCTOSHHS,
AeIICTBUS, HarpaAbL);

2) oLeHKa MpenMyImecTs: ucroabsyetcst metop Generalized Advantage Estimation (GAE)
AAS OLIEHKH IIPEUMYILEeCTB ACHCTBUM;

3) ONTUMH3ALMS IOAUTHKH: IOAUTUKA OGHOBASETCS C y1€TOM OTPaHNYeHNs Ha U3MEHEHHe,
9TO IIPEAOTBPAILAET Pe3KHe OTKAOHEHHS.

®opmyaa onrumusanuu PPO [11]

L () = E,[min(r, (0) 4, , clip(r; (0),1— £,1+ () 4],

rae 1,(0) — oTHOWEHHE BEpOSTHOCTER ACHCTBHIL CTAPOI 1 HOBOJ IIOAUTHK;

A, — oIleHKa MpeUMyIIecTBa;
{ - mapaMeTp, OrpaHUYMBAIONINT U3MEHEeHHe TOAUTUKH.
Humezpayus PPO 6 CybORG

AAst uHTerpary o0ydenus Ha ocHoBe aaropurMa PPO 6b1a BEIOpaH ClieHapHii, paspaboTaH-
HBII 1 BHeAPEHHBI B pabote [7] B Tpernposounoe okpyxenue CybORG. Takoit mopxop, mo-
3BOASIET BepUPUIIMPOBATH HOBBIH CLIeHAPUFT U IPOBEPUTh OCHOBHBIE QYHKIUN O0yYeHHs B HEM.

HosbIit crieHapuii cOcTOHUT U3 9 MOACeTell, B KOTOPBIX PAaCIOAOXKEHBI Pa3AMYHbIE XOCTBI —
npuaoxenust, Monutopunra u CYBA [7]. HaandecTByromue areHTsl BHyTPHU ceTH 06y4aroTCs
OCPEACTBOM MHOTOKPATHOTO 3aITycKa O6yYeH s — KPACHBIH areHT (3A0YMBIIIACHHHK ), CHHHI
arenT (3aIIMTHUK), 3eAeHbIil areHT (MOAb30BaTEAN). \OTIOAHUTEABHbIE HCCAGAOBAHUSL TIO Pac-
CMOTpeHuUI0 TpeHnpoBoHOro okpyskeHus CybORG Taxoke IIOAY€pPKUBAIOT €I0 IPUTOAHOCTD K
BHEAPEHHIO HOBbIX clieHapues [ 6; 12; 13] u BBABASIIOT CyIecTBEHHbIE HEAOCTATKU Ha Pa3AU-
HBIX CTAAUSX paboTsl ¢ HuM [ 14].

Cuenapuit 6b1a peaan3osa B Bupae Python-kopa, unrerpuposannoro B cpeay CybORG.
AAS IPOBEPKI KOPPEKTHOCTH PabOTHI OBIAM IIPOBEAECHDI TECTOBBIE 3AITYCKIL, BKAIOYAS IIPOBEP-
Ky CeTeBbIX CBsA3el, PYHKIMOHAABHOCTU areHTOB U KOPPeKTHOMI pa60Tb1 OCHOBHBIX (QyHKIHI
00y4eHNs C OAKpEIIAeHHEM.

Modugurxayus $peiimeopxa CybORG

HcroAbsyst TOKa3aHHYIO B IIPOIIAOI cTaTbe [7] paboTy, MOXeM PeaAH30BaTh CACAYIOLIHIL
CIIMCOK AOPaboTOK TpernpoBouHoro okpyxkenus CybORG, koTopsie KaueCTBEHHO 1 KOAMYe-
CTBEHHO YAYYILIAT YIIOMSHYTHII PpperiMBopk. Crmcok AoopaboTok ykaszan B Tabaure.

Tabruya

Mopuduxanun CybORG

Aopaborka

OcHoOBaHus AASL ee BbIGOpa

ITosBoAsieT MOAYIHTD

CozpaHue rpagugecKoro HHTep-
deiica oA QYHKIIMOHAAA BHEADE-
Hust ciesapust B CybORG

Hert narusHOro ¢pynxiuonasa
BHEAPEHHUS HOBOTO CIleHapHs

C nomompio GUI mporiecc BHeApeHUs
HOBOTO CLIeHapHsl IIPOUCXOAUT 6e3 pyd-
HOTO PeAAKTUPOBAHMS KOAL

H36aBaeHue OT Iepeompepese-
HHS AAHHBIX B CMEKHBIX MOAYASIX

CybORG

TTocAe BHeApeHHS CIleHAPHsT
B sipApe CybORG nepeomnpepens-
I0TCS AQHHbIE

Obyuenne MOKeT OBITD 3aITyIjeHO HA
A060M HOBOM CLieHapu Ge3 Heo6XoAU-
MOCTH PyYHOT'O HCIIPABACHHSI
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YKazaHHBIE AOPaOOTKH OCHOBAHBI Ha IIPOLieCCe BHEAPEHHS COOCTBEHHOTO CLIeHApHs, OIIU-
canHoro B pabore [7]. Ero peaausanus moACBeTHA2 MOMEHTBI B 9TOM IIPOLIECCe, KOTOPbIE He-
00XOAMMO HCIIPABUTD AASL 60Aee 9P PEKTUBHOI 1 MACCOBOI PabOTHI C TPEHUPOBOYHBIM OKPY-
sxerreM CybORG. PaccMoTprM BBITOAHEHHBIE AOPAbOTKHU TOAPOOHEE.

Peaaunzanusa rpagudeckoro nuHTepderica HOKPhIBALT CACAYIOIIUE TIPOIIeCChI:

o Hancanue Python-kopa ¢ MOMOIIBIO HCIIOAB30BAHMS IA0AOHA Jinja2 ¢ HHPPACTPYKTY-
Ppo¥i cLieHapus;

« Harcanue Python-kopa ¢ momomibio UCIIOAb30BaHuS AOAOHA Jinja2 MO CBSI3SIM BHYTPHU
HOBO CeTH;

¢ BBIOOP Pa3AMYHBIX TUIIOB XOCTOB U IIOACETET;

« popMupoBaHHe pailra, COACPIKAIIETO BCIO HEOOXOANMYIO HHPOPMALHIO O HOBOM CLieHAPHH.

B rexymeM $popmare Oe3 HCIIOAb30BaHUS IpaduuecKkoro uurepdeiica Ao6aBaeHHe T0A0D-
HOT'O HOBOTO CILIeHapHsl COIIPSDKEHO € IOCTOSIHHBIM HAIMCAaHUEM KOAQ U GOABIION TPaToil Bpe-
menn (oxoao 20 4acoB), TO3TOMY BHeapeHue rpaduueckoro unrepdeiica GUI sBastercs Bask-
HOM AOPabOTKOM AASI 9P PeKTUBHOM paboThI € TpeHnpoBouHbIM OKpykeHHeM CybORG.

Peaaunzanus npepsosxeHHOMN AOpa6OTKI/I BBIIIOAHEHA C IIOMOIIIBIO Python-MoAyAﬂ PyQT.
3anoAaHeHune ¢aiira crieHapHs UCIOAb3YeT TeXHOAOTHIO mabAoHa Jinja2, yro mo3BoaseT mo-
AYYUTD OT TIOAB30BaTeAS C TOMOIIbIO HHTeperica IMapaMeTphl ClleHapHsI U COXPAHHTD UX B
JSON-¢popmare, mocae dero mabAOHHBIM TAPCEPOM CO3AATH TOAHOLIEHHDIN PafiA CLIeHAPHSL
ITo mToram moay4eHusl AQHHBIX OT TIOAb30BaTeASl Ha 9KpaHe IOSBUTCS OCHOBHAasA MHPOpMa-
I[US O CeTH, COAEPIKAITMXCS B Hell CerMeHTaX IIOACeTelH M XOCTaX, CeTeBBIX AOCTYIIAX MEXAY
ITOACETSIMU.

C momompio mabaoHa Jinja2 peaausyercs ¢opmupoBaHue (aiiaa CLjeHApHs Ha SI3bIKe
Python asanHBIMU OT mOAB30BaTeAs. Tako IIOAXOA ONTHMU3UPYET CO3AAHKE U BHEAPEHIE HO-
BOTO CLIEHAPHUSI AASI IIOCAEAYIOLIETO OOYIeHNUS areHTa B HEM.

AopaboTka, CBs3aHHasI C IIEPEOIPEACACHUEM AAQHHBIX B APYIHX MOAYASX (pefiMBOpKa
CybORG, HanpaBaeHa Ha epeHOC AQHHBIX HOBOT'O CLI€HAPHUS B CMEXXHbIE MOAYAH, TaK KaK M3-
HAYAABHO 3TU AAQHHBIE IIPUCYTCTBOBAAU B BUAE KOHCTAHTBI, YTO HAPYIIAeT IPHHIUII IOCTPO-
erms I1O — DRY. Ilepeaaua Takux AQHHBIX, KaK IMeHaA ITOACETeH, KOAYeCTBO XOCTOB B HUX U
3aITyljeHHbIe IPOLIECChl B MOAYAb «Bpartmep >, 3HaYUTEABHO CHI3UT KOAUYECTBO OMIHMOOK IIPH
pabore ¢ ppeitmBopkom CybORG.

B xavecTBe peaAMsanuM yKa3aHHOTO PedaKTOPHHTA KOAQ HCIIOAB3YeTCS CTAaHAAPTHBIH
QYHKIIMOHAA KAACCOB B s13bIKe Python. Takim 06pa3oM, IOAyYeHHBIE OT II0AB30BATEASI AAHHBIE
KOPPEKTHO IIePEAAIOTCS B MOAYAD «Bparirep>, rae oHu 0e3 IepeonpeAeAeHIs HCIIOAB3YIOTCS B
AQABHEHIINX BBIYUCACHHSX. B CBSI3M € 9THM COKpaIIaeTCs YUCAO OMMOOK IPH paboTe MOAB30-
Bateas ¢ pperimBopkoM CybORG npu BHeApeHNH HOBOTO CLieHapHs. AOIIOAHUTEABHO BBEACH-
Hast AopaboTka npuBoauT kop 1O x cooTBercrBHIo npuHnunaM DRY u SOLID.

Pesysvmamuot

ITpoBepeHHast pabOTa IO3BOASIET CAEAATh CAEAYIONIHE BBIBOABI OTHOCHTEABHO OOyde-
HUSI areHTa B HOBON MHPACTPYKType M OOIIMX YAYYLIEHHI TPEHHMPOBOYHOTO OKPY>KEHHs
CybORG.

B uacru onjeHxy 9p $eKTUBHOCTH CljeHAPHS:

« crieHapuit ycremso unrerpuposad 8 CybORG, areHTsI KOppeKTHO B3AUMOAEHCTBYIOT CO
CpeAOIt, ClIeHapHIt [TO3BOASIET YCIIEITHO 00YYaTh areHTOB, YTO [OKa3bIBa0T PrucyHku 2 u 3;
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o HaGA}OAaeTCH PEAAMCTHUYIHOE ITIOBEAEHHE KPACHOT'O M CMHETO ar€HTOB, UTO ITIOATBEPIKAAET
AAEKBATHOCTb MOAEAPOBAHMA U YCIIEITHOCTD 06yqe}m;1.

eHHaa Chy4ailHoe
cTpaTerws  pgencTeve

PucyHoKk 2. Pe3yAbraThl TeCTHPOBaHIS areHTa ¢ 00ydeHHoi crparerreit PPO u cayvaiinoro arenra

CpepgHee 3HayeHue
OwWana3soH MMHWMaNbHOroO-MakCMManbHOro 3Ha4eHna

HarpaxaeHwe

3
3

Bo

25000 50000 75000 100000 125000 150000 175000 200000
War

Pucynox 3. Pesyabrarst 00y4denust PPO B HOBOM crieHapuu

Peayapraramu o6yqu1/m ¢ PPO MOXXHO CYHMTATDh CACAYIONIHE IOAOXKEHHS:

o KPACHBIF areHT HayIUACS 9 PpeKTHBHO UCIIOAB30BATD YSA3BUMOCTH, TAKHE KaK IIepebop ma-
POAeii U 3KCIIAyaTallUs CEPBUCOB;

« CHHHII areHT paspaboTas cTpaTeruu oOHapyKeHHs i GAOKMPOBKHM aTaK, BKAKOYAs AHAAM3
CeTeBOro TpaduKa M U30AAIMIO CKOMIPOMETHPOBAHHBIX XOCTOB;

« METPHKH — CPEAHSISI HATPAAA areHTa yBeAndHAach Ha 40 % mocae 1000 a1i30A0B 00yueHHSL.

ITo cpaBHenuto c aaropurMamu DQN u Policy Gradient, 0co6eHHO B yCAOBHSX YaCTHIHOM
nabaropaemocru (POSG), PPO nokasaa Aydnryto cTabUABHOCTb M CKOPOCTb O6yYeHH L.
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Aobasaenue rpa¢puaeckoro unrepdeiica GUI, ¢ IOMOIIBIO KOTOPOrO BO3MOXKHO PeaAn30-
BaTb BHEAPEHME HOBOI'O ClI€HapHs, 3HAYUTEADHO YCKOPSET YHOM}IHYTbeI (l)yHK]_H/IOHaA, A€AaeT
ero 6oaee SproHOMUYHBIM 1 3 PeKkTuBHbIM [ 15]. AAs 06BEKTUBHOTO CpaBHEHNS HEOOXOAUMO
yKa3aTh METPHKH, KOTOpble KOANIECTBEHHO YAYUIIHMAA AAHHASI AOPAbOTKA.

OrmnpepeAnM KOANYECTBO BpeMeHH, TpebyeMoe Ha pa3pabOTKy U BHEAPEHHe HOBBIX CIjeHa-
pues 6e3 ncrioabzosanmss GUI npu momorm MeTprku heatmap c cepsuca GitHub, koangectso
KOTOpbIX paBHO 18. [IpuMepHOe BpeMs, 3aTpaueHHOE Ha KaXKABIN U3 CLleHapHeB, OyAeM CIUTaTh
oxoA0 60 munyT. bes GUI ator nporecc 3aHnmaer okoao 1080 munyT. O6paTuM BHHMaHMe,
4TO Cpear 18 KOMMHTOB HAAMYECTBYIOT U Te, KOTOpbIe ObIAM HAITPABAEHBI HA HCIIPaBACHUE U
TeCTHPOBAHIE KOPPEKTHOCTU PabOThl, OMHIOKHU ObIAM BBI3BaHbI YeAOBeuecKuM dpakTopoMm. Cae-
AOBaT@AbHO, MOXKHO YTBEPXKAATH, UTO BHEAPeHHUe IpadpHIecKoro HHTepderica AOTIOAHUTEARHO
MUHHMHBHPYeT 00beM OMIOO0K IIpH paboTe U BpeMst Ha HX HCIIPABACHHE.

IIpu ncnoanzosarnu GUI Bpems Ha BHeApeHHe HOBOTO CLleHapHs BapbUpyeTcs OT 4 A0
13 MUHYT B 3aBHCUMOCTH OT 06beMa cpeabl. Byaem cumraTh, uTO cpesHee BpeMs AASL BHEADe-
Hus ciieHapus ¢ GUI cocraBaser 9 MUHYT.

Takum 06pasoM, BHEAPEHHAsI AOPAbOTKA 10 peaAUsaliu rpaduyeckoro uuTepderica ycko-
PpsieT mpollecc BHEAPEHM HOBOTO ciieHapusa Ha 99,17 %, uro nokasano Ha Pucynke 4.

Bpems oTHocuTenbHO napametpa "Otan”
1250

1000

750

Bpems

500

250

[lo BHeApeHus Mocne BHegpeHust

Otan

Pucynox 4. D pexTuBHOCTD rpaduyeckoro uHTepPerica

AopaboTka, CBs3aHHasI C IEPEONPEACACHUEM AAHHBIX B APYIHX MOAYASIX ppeiMBOpKa
CybORG, aHaAOrH4HBIM 06pa30M YCKOpPSIET IPOLIeCC BHEAPEHISI HOBOTO CLIEHAPHS, ACAASI €T0
apdexTuBHEE.

Aas onjeHKH 3QPEKTUBHOCTH BOCIIOAB3yeMCS aHAAOTHMYHOM BBIIEYTIOMSIHYTON CTPYKTY-
port. TakuM 06pa3oM, IUCAO KOMMUTOB AASL AOKAAM3ALIME U UCIIPaBAeHMs OmHUOKY paBHO 10,
TEeM CaMBIM 3aTpadeHHOe BpeMs cocraBasieT 600 munyT. [Ipy aTOM ocAe BHeCeHNs H3MeHeHU
B KOA [IPOEKTA 3aTpadyeHHOe BpeMsI Ha TOTeHIIMAABHOE UCIIPAaBAEHNE OIIMOKHU OYAET COCTABASTD
OKO0AO 60 MUHYT. DTO 0OBSCHIETCS TEM, YTO BCe HeOOXOAVMBIE 3HAYCHISI AOKAAM30BAHbI M YKa-
3aHBI [TOAB30BaTeAI0. [TOAYUNM CAEAYIONIYIO METPHKY AASL yieTa 9¢PeKTUBHOCTH YKa3aHHOM
popaborku (cM. PucyHok ).
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PucyHok 5. D $eKTHBHOCTD UCIIPABACHHUS OLIHOKH

ITpoBeaeHHast pabOTa 1 ee Pe3YABTATHI CBHACTEABCTBYIOT O BBICOKOM 9 PEKTHBHOCTH BHe-
APEHHBIX AOPabOTOK ¥ 9 PpeKTUBHOM OOyueHNH areHTa B HOBOM HHPpacTpykType. [TocaepHee
AEMOHCTPHPYET, YTO TPEHUPOBOYHbIE OKPYIKEHUs, 0DAAAAIOIIIE OIPEACACHHBIM QYHKIIMOHA-
AOM, MOYKHO HCIIOAb30BATD B KaUeCTBe MHCTPYMEHTa HHPOPMAI[HOHHOM 6e30I1aCHOCTH AASL aHa-
A¥I32 Y TIOCTPOEHNS TOAUTHKH 3AIUThI X YBEAMYEHUS yPOBHSI OOLjelt 3allHIeHHOCTH CUCTEMBL.

O6cyndenue

B xavecTBe AQABHEMNIINX WIATOB B CACAYIOIIMX pabOTaX HEOOXOANMO PacCMOTPETh OCHOB-
Hble KAIOUeBble PaKTOPHI YCIEMHOCTH 1 OTPAaHUYEHHUS B TEKYIeM COCTOSIHUM PaOOTHI.

OcHosnvle paxmopuvt ycnewnocmu:

¢ KQUeCTBO CLIeHAPHSI — PEAAUCTUIHOCTb CETEBO TOIIOAOTHH U IIPABUA B3AUMOAENCTBHS BO
¢peiimBopre CybORG;

« Hacrpoiika PPO - onruMaApHBI BRIOOP rHnepnapaMeTpoB U GpyHKI[IN BO3HATPKACHIS
AASL OOy UeHNs;

 HHTEPIIPETHPYEMOCTD — BOSMOXXHOCTD AaHAAN3A ACFICTBHIL areHTa AASL AAABHEMIIIEN OIITH-
MU3aLHU 00yIeHNs;

o ONTHMAABHOCTb AOPABOTOK — peaAM30BaHHbIE AOPAOOTKH, HALIPABAEHHBIE HAa OCHOBHbIE
KPHUTHYeCKIe HIOAHCHL paboTs PpperimBopka CybORG;

¢ 9PrOHOMUYHOCTH TPEHHUPOBOYHOTO OKPY KeHMs — Ipadpraeckuil HHTeperic AeraeT bosee
AOCTYIIHBIM U IIPOCTHIM B OCBOEHU HOBBII HHCTPYMEHT HHGOPMALOHHOM 6€30IIaCHOCTH.

Ozpanuuenua:

o BBIYMCAUTEAbHBIE PECYPCHI — 00yUeHe TpeOyeT 3HAYNTEABHBIX MOIHOCTE;

o Pa3pbIB B PeaAbHOCTH — HEOOXOAUMOCTD BAAMAALIMN OOy YeHNS areHTa Ha PeaAbHbIX AAHHDIX;

« 9QPeKTUBHOCTD AOPAOOTOK — HECMOTPSI Ha BBLIIOAHEHHbIE AOPAOOTKH, BO GppeiMBOpKax
BCE ellje IPUCYTCTBYIOT HEAOCTATKHU, KOTOPbIE He II03BOASIIOT X 3QPEeKTHBHO HCIIOAB30BATb.

Pexomendayuu:

« AOpabOTKa CIieHapus — AOOaBAeHHEe AMHAMHUYECKHX YIPO3 U YSI3BUMOCTEH, YBeAUYEHIe
[apaMeTpoB Ha XOCTaX;
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« yayamenre PPO — ncrioapsoBanme nepapxmdeckoro PPO AAsT cAOKHBIX 3aAa9;

o uaTerpanus ¢ SIEM — AAS TOBBINTEHHS peaAUCTHIHOCTH M BAAMAAIIUH CTPATeTHI;

o HICIIPaBA€HUE KAIOUEBbIX HEAOCTATKOB — IIPOBEAEHNE TAOOAABHOTO peaKTOPUHTA TPEHU-
POBOYHOTO OKPY>KeHHS.

3axarouenue

Arnpobuposanue paspaborannoro cuenapus B CybORG c¢ ucmoap3oBaHneM aAropurma
PPO moarBepanA0 ero agpeKTHBHOCTD AASI MOACAMPOBAHHS aTaK U 3allIUTHI B KOMITBIOTE PHBIX
cersix. PPO mpoaeMOHCTPHPOBAA BEICOKYIO CTAOHABHOCTD M CIIOCOOHOCTD areHTOB 00y4aThCst
CAOXHBIM cTparerusiM. FicrpaBaeHHe KAIOYEBBIX HEAOCTATKOB O3BOAMAO 3HAYUTEABHO COKPa-
TUTb BPeMsI X yMEHBIIUTb KOAHYECTBO OUIMOOK IIPH BHEAPEHUU HOBOTO CLIeHAPHSL.

AaabHeimye HCCAGAOBAHNUS OYAYT HAIIPAaBACHBI HA IIOKCK PENICHNUS AASI HCIIPABACHHS AOA-
rOCPOYHBIX AOPAGOTOK ITyTeM FAOGAABHOTO pepaKTOPUHIa TPEHUPOBOYHOTO OKPYSKEHNS, 3a-
TparuBasi B TOM YMCA€ HHTETPALMIO C PEAABHBIMH CHCTEMaMH MHQOPMAIIMOHHOM 6e30IacHo-
CTH AASL YCKOPEHHO IIPOBEPKH IIOAYYEHHON IOAUTHKH.
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